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Abstract:
The Fast Fourier Transform (FFT) is one of the most important numerical algorithms widely used in many scientific and engineering applications. The algorithm performs \( O(N\log N) \) operations on \( N \) input data points in order to calculate only small number of \( K \) large coefficients, while the rest of \( N - K \) numbers are zero or negligibly small. The algorithm is clearly inefficient, when the output is sparse in the transformed domain. The sparse FFT (sFFT) algorithm provides a solution to this challenge. Since sFFT is a fairly new numerical algorithm and it is of key importance to numerous scientific applications, it is a natural path to enhance its performance through parallel computing techniques on state-of-the-art parallel multicore and manycore architectures. In this presentation, we explore the challenges and propose effective solutions to port sFFT to three parallel architectures including multicore CPUs, GPGPUs and heterogeneous multicore embedded systems. The experiment results show that the parallel sparse FFT algorithm largely outperforms the state-of-the-art FFT libraries.
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